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University of Washington

Abstract

A Proof of Concept Imaging System for Automated Cervical Cancer Screening in
Peru

Mabel Karel Raza Garcia

Chair of the Supervisory Committee:

Professor Linda G. Shapiro

Computer Science and Engineering

Cervical cancer is the second most frequent cancer in women around the world and

affects half a million women per year. The World Health Organization (WHO) es-

timates that 275,000 women die every year, and 80% to 85% of these deaths occur

in low-resource countries in Africa and South America [18]. In Peru, cervical cancer

has the highest incidence and the second highest mortality rates of cancers among

women [18]. Currently, the screening techniques such as the Papanicolau (Pap) test,

in which some cells from the cervix are examined under a microscope to detect poten-

tially pre-cancerous and cancerous cells [20], and the Visual Inspection with Acetic

Acid (VIA), in which the surface layer of the cervix is examined through visual in-

spection after washing it with 3% to 5% acetic acid (vinegar) for one minute [20], are

part of the national health policy in Peru [36]. The Pap test is mainly used in urban

areas in Peru. However, there are some challenges related to spreading the Pap test

throughout the whole country: lack of quality and standardization of the readings of

Pap smears [31], shortage of trained personnel, uneven processing of samples resulting

in diagnosis and treatment delays, and lack of even basic laboratory infrastructure,

all of which impacts greatly on the sustainability of this procedure in remote and/or

poor settings.





Extensive research has shown that computational solutions are a viable and suit-

able aid for overcoming these barriers [42] [17]. However, the majority of these solu-

tions are commercial products that are not affordable for developing countries, such

as Peru. In this context, developing a strategy, algorithm and open source computa-

tional implementation that recognizes normal vs. abnormal Pap smears can ultimately

provide a cost-effective alternative for developing countries. The dissertation-specific

objectives are to: 1) determine the characteristics of normal vs. abnormal Pap smears

through expert consultation and relevant literature, 2) collect Pap smear data sets

and run preliminary experiments to compare two pattern recognition algorithms in

terms of features and classification performance, and 3) assess the accuracy, sensitiv-

ity and specificity of the proposed cervical cancer screening approach for classifying

normal vs. abnormal Pap smears compared to experts’ review.
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GLOSSARY

ACCURACY: statistical measure of how well a binary classification test correctly

identifies condition based on the proportion of true results (true positives and

true negatives).

CARCINOMA IN SITU (CIS): pre-cancerous cells are confined to the cervix and have

not spread to other parts of the body.

CSE SERVER: remote computer server in the Paul G Allen Center for Computer

Science and Engineering at the University of Washington.

DATA SET: set of images collected digitally.

HIGH GRADE SQUAMOUS INTRAEPITHELIAL LESION (HSIL): the Besthesda system

category to diagnose high cell abnormality in the cervix or with features sus-

picious for invasive cervical cancer in a Pap test. HSIL includes moderate and

severe dysplasia, CIS, CIN 2 and CIN 3.

HUMAN PAPILLOMAVIRUS (HPV): a virus that infects humans in which the high-

risk types 16 and 18 can lead to cervical cancer.

HUMAN T-LYMPHOTROPIC VIRUS (HTLV): a human RNA retrovirus in which the

type I can cause types of cancer such as t-cell leukemia and lymphoma.

IEEE-XPLORE: digital library for scientific and technical literature by the Institute

of Electrical and Electronics Engineers (IEEE).

vii



LOW GRADE SQUAMOUS INTRAEPITHELIAL LESION(LSIL): the Besthesda system

category to diagnose low cell abnormality in the cervix in a Pap test. LSIL

includes HPV, mild dysplasia, CIN 1.

ODDS RATIO: statistical measure to describe the strength of association between

two variables in a logistic regression model.

PAP SMEAR: (Papanicolau test or Pap test) medical procedure in which some cells

from the cervix are examined under a microscope to detect potentially pre-

cancerous and cancerous cells.

PSEUDO R2: statistical measure of goodness-of-fit in a logistic regression model.

PUBMED: database for biomedical literature from MEDLINE by the US National

Library of Medicine - National Institutes of Health.

RGB IMAGE: color image that has three channels red, green and blue.

SCREENING: the systematic application of a medical test in an asymptomatic

population.
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Chapter 1

INTRODUCTION

Cervical cancer is the second most frequent cancer in women around the world

and affects half a million women per year. The World Health Organization (WHO)

estimates that 275,000 women die every year, and 80% to 85% of these deaths occur

in low-resource countries in Africa and South America [18]. In Peru, cervical cancer

has the highest incidence and the second highest mortality rates of cancers among

women [18]. WH0/ICO (last official statistics 2010 [39]) also reports that Peru has

4446 women with diagnosis of cervical cancer, and 2098 cervical cancer deaths per

year. In addition, the population of women at risk for developing cervical cancer (ages

15 and over) is 9.51 million in Peru [39]. Screening techniques such as the Papanicolau

(Pap) test, Visual Inspection with Acetic Acid (VIA) and the HPV DNA test in adult

women are key steps to prevent cervical pre-cancer and cancer [20]. Currently, the

Pap test and VIA are part of the national health policy in Peru [36]. The Pap test

is a conventional cytology technique in which some of the squamous cells are scraped

off the cervix, and then the sample is analyzed in the laboratory [20]. VIA is an

alternative screening technique in which the surface layer of the cervix is examined

through visual inspection after washing it with 3% to 5% acetic acid (vinegar) for one

minute [20].

The conventional Pap test is mainly used in urban areas in Peru. However, there

are some challenges related to spreading the Pap test throughout the whole coun-

try. One challenge is the lack of quality and standardization of the readings of Pap

smears across the country [31]. There is also a shortage of trained personnel such as
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pathologists who can read and accurately interpret these smears. Another challenge

is the delay on reading and giving results of the Pap smears. Thus, there is loss of

follow-ups and delayed clinical treatments of women. Finally, another big challenge

is the lack of even basic laboratory infrastructure and sustainability in remote and/or

poor settings.

A literature review has shown that computational solutions are a viable and suit-

able aid for overcoming these barriers [42] [17]. However, the majority of these solu-

tions are commercial products (e.g BD FocalPoint [16], ThinPrep [13], and CHAMP-

Dimac [12]) that are not affordable or sustainable for developing countries such as

Peru. In addition, the existing commercial providers do not share their algorithms

due to patents and software licensing issues. In this context, developing a strategy,

algorithm and open source computational implementation that recognizes normal

versus abnormal Pap smears can give a unique opportunity to test new current so-

phisticated computer vision (imaging informatics) techniques; and provide state of

the art classifiers for Pap smear images in Peru.

This work presents the proof of concept for an automated cervical cancer screening

system in Peru that can ultimately provide a cost-effective alternative for develop-

ing countries in terms of cervical cancer screening. This work has the potential to

introduce a regular and standard program of Pap smear screening with an increased

probability of a suitable follow-up in Peru. This initiative would reduce the incidence

and mortality rates of cervical cancer in Peru, and, in addition, could prove useful

and generalizable to other developing countries.

Chapter 2 sets the background and significance of cervical cancer screening in Peru

and the extensive work done in this research area. Chapter 3 presents the prelimi-

nary studies conducted in collaboration with the Bioinformatics Unit at Universidad

Peruana Cayetano Heredia (Lima-Peru) and the Department of Computer Science

and Engineering at the University of Washington (Seattle-U.S.). Chapter 4 describes

the design and methods to achieve the automated cervical cancer screening system
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in Peru to classify normal vs. abnormal Pap smears. Chapter 5 presents the various

computational experiments and their classification results. Finally, Chapter 6 dis-

cusses the conclusions, contributions, limitations, and projected future work in this

area in Peru.
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Chapter 2

BACKGROUND AND SIGNIFICANCE

2.1 Impact of Cervical Cancer

Cervical cancer is the second most frequent cancer in women worldwide and affects

half a million women per year. WHO estimates that 275,000 women die every year,

and 80% to 85% of these deaths occur in developing countries [18]. WH0/ICO also

estimates that the population of women at risk for developing cervical cancer (ages

15 and over) is 2,337 million around the world [40]. The cause of cervical cancer

is related to the high-risk types of human papillomavirus (HPV 16 and 18). The

prevalence of HPV infection in Latin America is among the highest in the world [9].

Screening techniques such as the Pap test, VIA and the HPV DNA test in adult

women are important steps to prevent cervical pre-cancer and cancer. The Pap test

is a conventional cytology technique that has been conducted for over 50 years in

women around the world. In this technique, some of the squamous cells are scraped

off the cervix and then the sample is examined under the microscope in the laboratory

[20]. Health professionals pay attention to a special area called the transformation

zone (where the flat and columnar cells meet), because it is very vulnerable to attack

by HPV viruses. VIA is an alternative screening technique in which the surface layer

of the cervix is examined through visual inspection after washing it with 3% to 5%

acetic acid (vinegar) for one minute [20]. The HPV DNA test is also a screening

technique that uses a small swab to collect some samples from the cervix, and then

the DNA test is conducted [20].



5

2.2 Cervical Cancer in Peru

Cervical cancer in Peru has the highest incidence and the second highest mortality

rates of cancers among women [18]. The estimated incidence rate for cervical cancer is

34.5 per 100,000 and the estimated mortality rate is 16.3 per 100,000 Peruvian women

per year [18]. WH0/ICO (last official statistics 2010 [39]) also reports that Peru has

4446 women with diagnosis of cervical cancer, and 2098 cervical cancer deaths per

year. In addition, the population of women at risk for developing cervical cancer (ages

15 and over) is 9.51 million in Peru [39]. Thus, cervical cancer is still an important

public health issue declared as a national priority in Peru [36].

In Peru, the Pap test and VIA are included in the “Manual of Standards and Pro-

cedures for the Prevention of Cervical Cancer” as two of the main standard screening

techniques [36] [31]. According to the Program for Appropriate Technology in Health

(PATH), an international non-profit organization for global health, the conventional

Pap test is mainly used in urban areas in this country [51]; and the liquid-based cy-

tology (LBC) test is only used in one or two laboratories in the capital [1]. However,

there are some challenges related to spreading the Pap test across Peru.

One challenge is the lack of quality and standardization of the readings of Pap

smears throughout the whole country [31]. A study in the Peruvian Amazonia re-

ported that the Pap test had a low sensitivity of 42.54% and specificity of 98.68%

for detecting carcinoma in situ or cervical cancer in a population of 5,435 women

[1]. Another challenge is the shortage of trained personnel such as pathologists who

can read and accurately interpret these smears. The study in the Peruvian Amazo-

nia also reported that the trained personnel would require more regular training and

supervision to conduct the screening techniques in this rural region [1].

Another main challenge is related to the lack of processing samples in a timely

manner, and sub-standard quality control procedures [31]. To illustrate this, the

public health research group at the Universidad Peruana Cayetano Heredia in Lima-
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Peru collected data showing that the time delay for women to receive their Pap results

is around 3 to 9 months at one health network of the Ministry of Health in Callao-

Peru (described in Appendix A) [45]. Finally, one more key challenge is the lack of

even basic laboratory infrastructure and sustainability in remote and/or poor settings.

In addition, to my knowledge, there is not currently any automated cervical cancer

screening system in Peru.

2.3 Related Work

2.3.1 Current commercial solutions

A literature review has shown that computational solutions are a viable and suitable

aid for overcoming these challenges [42] [17]. For example, BD Diagnostics, which

acquired the TriPath Imaging company, is a global cancer diagnostics company in

the U.S. that offers products for cervical cytology screening with FDA approval. BD

Diagnostics provides the BD FocalPoint (formerly known as the AutoPap system) as

automated imaging system [16]. The major components of the software are: a) image

segmentation, b) global detection, c) local detection, d) cell discrimination and e)

slide classification [27]. HOLOGIC, a women’s healthcare company in the U.S., offers

the ThinPrep Imaging System that performs around 70% of the Pap tests in the U.S.

This system also has FDA approval [13]. The main stages of ThinPrep are: a) auto-

mated slide screening with identification of 22 fields of view, b) automated labeling

of suspicious or abnormal cells (no further review for normal cells), c) cytotechnol-

ogist’s slide review, and d) automated slide labeling (dots) for pathologist’s review

[15]. Dimac, a digital image company in Denmark - Europe, provides cervical cancer

diagnosis through the Cytology and Histology Analysis Modular Package (CHAMP

system) [12]. Its patented algorithm has seven components: a) image acquisition, b)

color standardization and segmentation, c) nucleus identification and delimitation, d)

classification, e) cell measurement, f) slide grading and g) slide categorization [29].
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These commercial systems focus on the primary screening phase in which the defini-

tive normal slides are dropped and the abnormal slides are given to the experts for

further analysis and diagnostics confirmation. Unfortunately, these solutions are com-

mercial products that are not affordable nor sustainable for developing countries such

as Peru. In addition, the existing commercial providers do not share their algorithms

due to patents and software licensing issues.

2.3.2 Current academic solutions

Extensive research has shown that there have been many efforts to address cervical

cancer screening and diagnosis using computer-based solutions. Wied et al. [53] in

1978 proposed a kind of computer recognition of ectocervical cells using 200 different

features of density, texture and shape under different spatial resolutions (microscope

magnifications). Bartels et al. [4] in 1981 continued the work on computer recognition

of ectocervical cells and determined the most significant features for discrimination

between different cell types from the ectocervix. Lee et al. [26] in 1992 presented a

multilayer processing strategy for automated Pap smear screening using 68 features

of size, shape, density and texture for classifier training. Then, in 1997 they repro-

duced the complete cell features provided by the well-known cytopathology expert

Stanley Patten that lead to the rule-based algorithmic cell classification approach of

the AutoPap system (now BD FocalPoint) [28]. Jantzen et al. [24] in 2005 provided

Pap smear benchmark data for comparing classification methods; they tested 20 fea-

tures and classified the cells into seven classes. Schilling et al. [50] in 2007 used

texture analysis, contour grouping and pattern recognition techniques to detect and

classify cervical cells using phase-contrast microscopy; they extracted 80 features and

chose the best 20 features for classification. Mat-Isa et al. [32] in 2008 proposed an

automated diagnostic system using automatic feature extraction and an intelligent

diagnostic using 4 features. Kale [25] in 2010 proposed an unsupervised screening

system to rank cervical cell images using 14 distinct cells features. Plissiti et al. [46]
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in 2011 presented a fully automated method for cell nuclei detection in Pap smear

images using morphological reconstruction and clustering; they obtained a sensitivity

of 90.75% and a specificity of 75.28% with the fuzzy C-mean (FCM) classification

technique. Finally, Bergmeir et al. [5] in 2012 implemented a system that handles

full resolution images and proposed a new segmentation algorithm for nuclei using a

voting scheme and prior knowledge.

2.3.3 Current open-source and accesible solutions

To my knowledge, there are few computational solutions for cervical cancer screening

and other diseases that use microscopic images, which are readily accessible and open-

source [5]. Below, I describe one authorized copyrighted pattern recognition algorithm

for Tuberculosis and one open-source pattern recognition algorithm for cervical cancer

that I tested in my preliminary studies. I decided to evaluate these two algorithms,

because both show promise and are accessible and open-source solutions.

The TB/MODS pattern recognition algorithm

The TB/MODS pattern recognition algorithm was developed in the Bioinformatics

Unit at the Universidad Peruana Cayetano Heredia. Alicia Alva working under the

supervision of Dr. Mirko Zimic programmed the algorithm using the programming

language C with a Fourier library [10]. The goal was to automatically diagnose

Mycobacterium tuberculosis in a MODS culture using geometrical and illumination

features. This algorithm has shown a sensitivity of 99.1% and a specificity of 99.7%

for diagnosing tuberculosis compared to the expert’s review in the MODS assay [2].

Figure 2.1 shows the main steps of the algorithm to process MODS images. Each

step is described below:

Image Processing: The RGB image is converted to grayscale. Then, a global

contrast filter is applied. The next step is to apply a global binarization using the
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Image acquisition

Image processing 
using mathematical 

morphology & 
skeletonization

Feature extraction 
& pattern 

recognition

Classification 
based on logistic 

model

Figure 2.1: Flowchart of the TB/MODS pattern recognition algorithm

Otsu binary threshold-selection algorithm [41] to reduce the grayscale image to a

binary image calculating a threshold value from all the pixels of the image. The

following steps include application of a median filter using a 3x3 window size and

labeling the object numbers. Then, boundary objects were removed to prevent bias.

Later, some mathematical morphology operations, such as dilation and erosion, were

performed to reduce noise. Hole filtering was also applied to remove the white regions

inside the binarized objects, and area filtering was done to remove the extremes of area

[2]. Then, the skeletonization process applied an image foresting transform that is a

graph-based approach to shrink the image and obtain the skeletons of the objects with

their main topological features. Finally, image recoloring is conducted to facilitate

further analysis [2].

Feature extraction and pattern recognition: In total, 54 features were used to

construct the feature descriptor for the TB/MODS classification. The full 54 features

are listed and described in Appendix B. The four single major features obtained

were: a) the skeleton - identifies the trunk and its branches, and the border points of

the object; b) object thickness - quantifies the average thickness based on the cross-

sections and measurement of the thickness, light refraction and circularity; c) overall

form of the object - average deviation of the objects shape to a straight line (linearity

of the skeleton) and; d) lateral curvature - this feature was calculated using a Fourier

transform [2].
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Classification based on logistic model: Two models were built using training

and testing sets: one called the object model and the other called the photo-model. In

the object model, 54 features were used to perform a univariate analysis using simple

logistic regression. Then, features with the highest Pseudo R2 and odds ratios were

considered and the highly correlated features were dropped using a multiple regres-

sion analysis that obtained the best prediction object model. This model identifies

Mycobacterium tuberculosis with 96.81% sensitivity and 96.32% specificity. The area

under the ROC curve was 0.988 [2]. In the photo-model, each object model was

applied to each photo where the best-eight objects were selected. This photo-model

was built with the same statistical methodology as the object model using multiple

logistic regressions in a step-backward approximation (removing the least significant

features). All these models were analyzed using the Stata software [52]. The best

photo-model identifies Mycobacterium tuberculosis with 99.1% sensitivity and 99.7%

specificity. The area under the ROC curve was 0.999 [2].

The UW/CSE pattern recognition algorithm

The UW/CSE pattern recognition algorithm was developed in the Department of

Computer Science and Engineering (CSE) at the University of Washington. Nicola

Dell and Waylon Brunette, CSE PhD students, programmed the algorithm using

the programming language C++ with the OpenCV library [8]. The goal was to

automatically screen Pap images. This algorithm had a classification accuracy of

88.2% in single Pap images using the k-means clustering algorithm with features

related to k-means data, area, shape and color of nucleus and cytoplasm, and a

classification accuracy of 81% in whole Pap images using all the previous features

plus texture and extropy features [14].

In this project, I was a close collaborator providing the Ainbo data set (200 Pap

images) described in Chapter 3, and the key features that recognize normal and

abnormal cells in a Pap smear according to the experts. Figure 2.2 shows the flowchart



11

of the UW/CSE pattern recognition algorithm to process Pap images. Each step is

described below [14]:

Convert image to 
grayscale K-means clustering Find connected 

components

Label image regions

Extract color, texture, 
shape, entropy and area 

features from image 
regions

Classify images using 
region features

Figure 2.2: Flowchart of the UW/CSE pattern recognition algorithm [14]

K-means clustering: First, the Pap image was converted to normalized gray scale.

Then, a k-means clustering with initial random seeds was run on the normalized gray

scale image. Values of K less than 10 were used to cluster different cell regions [14].

Connected-components and labeling image regions: Next, a connected com-

ponents algorithm was used to identify the main regions of the Pap image. The next

step was to label each component of the image as nucleus, cytoplasm or background

[14].

Feature extraction: Then, 5 different types of features - color, texture, shape,

entropy and area - were extracted from the regions. In total, the feature descriptor was

built using 12 features: a) k-means cluster information for the whole image, b) LBP

histogram information from nucleus components, c) LBP histogram information from

cytoplasm components, d) average pixel intensity of nucleus components, e) average

pixel intensity of cytoplasm components, f) average roundness of nucleus components,
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g) average roundness of cyploplasm components, h) entropy of nucleus components,

i) entropy of cyploplasm components, j) total area of nucleus components, k) total

area of cytoplasm components, and l) ratio of total area of nucleus components to

total area of cytoplasm components [14].

Classification using machine learning algorithms: Finally, several different

classifiers from Weka [21], an open source collection of machine learning algorithms,

were trained to classify the regions with the default parameters. The best accuracy

result to recognize single normal vs. abnormal Pap image was 88.2%, achieved using

the Random Forest classifier [14]. The best accuracy result to recognize whole normal

vs. abnormal Pap image was 81%, achieved using the Multilayer Perceptron classifier

[14].
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Chapter 3

PRELIMINARY STUDIES

The objectives in the preliminary studies were to 1) describe the list of key char-

acteristics of cervical cells according to experts consultation and relevant literature;

and 2) collect Pap smear data sets and run preliminary experiments to compare two

pattern recognition algorithms in terms of features and classification performance as

stated in Objective 1 and Objective 2 of this dissertation respectively. The following

is a detailed description on how these preliminary studies were conducted.

3.1 Characteristics of Cervical Cells

The knowledge of the characteristics of cervical cells is the first key step to estab-

lish the pattern recognition of cervical cancer screening according to the experts. To

accomplish this goal, I had weekly meetings dedicated exclusively to analysis the

cytopathology of Pap smears images with a senior expert cytotechnologist at the Uni-

versity of Washington, and then contacted expert pathologists from the Department

of Clinical Pathology and Pathological Anatomy at the Hospital National Cayetano

Heredia in Lima-Peru [22].

In a study period of two quarters, Florence Patten, the senior expert cytotechnol-

ogist, emphasized three main aspects: a) Pap smears are like fingerprints due to the

unique and wide range of diversity of these samples. This assertion means that the

proposed algorithm should be able to handle different types of Pap smear images with

a huge training data set to be implemented in a real-setting in Peru. b) Background

is not clear in abnormal Pap smears. The only exception to this case is the presence

of another type of invasive cancer from some other part of the body that shows a clear
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background but with cancer cells in a Pap smear. The proposed algorithm should be

able to screen the whole Pap smear image. c) Then nucleus is the most important

part for screening a Pap smear. The nucleus shows high chromosome activity in ab-

normal Pap smears. This study of the pattern recognition of normal and abnormal

Pap smears images was conducted using the Bethesda System website atlas [34]. The

Bethesda System is the U.S. standard diagnosis system for cervical cancer to report

Pap smear results [34].

In addition to study the key medical criteria employed to diagnose the Pap smear,

I contacted pathologists Dr. Aida Palacios-Ramirez, Dr. Jaime Cok-Garcia and Dr.

Jaime Caceres-Pizarro from the Department of Clinical Pathology and Pathological

Anatomy at the Hospital Nacional Cayetano Heredia in Lima-Peru [22] to obtain

a real-setting Pap smear data set from Peru. Hospital Nacional Cayetano Heredia

is a governmental hospital, which like all of them, follows the U. S. Bethesda stan-

dard system for cervical cancer diagnosis. This research collaboration was possible

through the long-standing collaboration between the University of Washington and

Universidad Peruana Cayetano Heredia with its partnerships in Lima-Peru through

the QUIPU-Fogarty program [23].

As a result of expert’s consultation, I identified normal (Table 3.1) and abnor-

mal (Table 3.2) cervical cell characteristics to establish the cervical cancer pattern

recognition according to the experts. The Pap smear images are from the Ainbo and

Cayetano Heredia data sets - described in the next Section 3.2.

To complement the knowledge of pattern recognition of cervical cells, I performed

a thorough literature review employed PubMed [37] for the biomedical aspects of the

problem, and IEEE Xplore [35] for the engineering and computer science aspects of

this research. The overarching goal was to know the key features employed by cervical

cancer pattern recognition algorithms, and the state of the art in identifying important

characteristics of cervical cells in Pap smears. A summary of the results of the key

features used in pattern recognition algorithms from the literature review is shown
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in Table 3.3 and Table 3.4. We see that researchers tried to reduce the number of

significant features across time, and to move from cell segmentation to cytoplasm and

nucleus segmentation. Plissiti et al. [46] in 2011 were able to automatically identify

cell nuclei in conventional Pap smears. The majority of features in this literature

review were related to shape and illumination.

3.2 Data Sets

The experiments presented in this work are illustrated using two different data sets

from Peru:

3.2.1 The Ainbo data set

The Ainbo data set consists of 200 images of Pap smears (100 normal, 100 abnormal

(50 LSIL, 50 HSIL)). The Pap smear slides were collected by the AINBO project,

which evaluates the association between HPV and HTLV in women in the jungle of

Peru. This study aimed to define if this association can increase the risk of developing

cervical cancer in this population [7]. The project leaders, Dr. Magaly Blas and Dr.

Isaac Alva, provided 341 anonymous Pap smear slides with the Bethesda ground truth

classification done by a pathologist. I digitalized a subset of these slides (200 images)

using a Zeiss microscope with 100x objective and 10x ocular (1000x magnification),

maximum microscope illumination, and a 3MPx digital camera. All the facilities were

provided by Dr. Mirko Zimic in the Bioinformatics Unit at Universidad Peruana

Cayetano Heredia in Peru. Figure 3.1 shows different normal and abnormal Pap

smears images from this data set.

3.2.2 The Cayetano Heredia data set

The Cayetano Heredia data set was collected by the Department of Clinical Pathology

and Pathological Anatomy at the Hospital Nacional Cayetano Heredia [22], a govern-

mental hospital, using the normal cytology preparation technique. The pathologist
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(a) Normal Image (single cells) (b) Normal Image (overlapping cells)

(c) Abnormal image (LSIL) (d) Abnormal image (HSIL)

Figure 3.1: The Ainbo data set (1000x magnification)
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Dr. Jaime Caceres-Pizarro and his senior medical residents Dr. Patricia Arboleda-

Ezcurra, Dr. Moises Rojas-Mezarina and Dr. Alejandro Dagnino-Varas provided 966

anonymous images (502 normal, 464 abnormal (250 LSIL, 214 HSIL)) with their re-

spective Bethesda ground truth classification. They also directly marked the most

representative cells on the Pap images. These digital images were taken at the hospital

with a Nikon Microscope E3 with 40x objective and 10x ocular (400x magnification),

maximum microscope illumination, and a DS-Fi1 digital camera. This data set is

more realistic due to the challenges associated with poor contrast and overlapping

cells, which are common conditions on conventional Pap smears from health clinics

throughout the country. Figure 3.2 shows Pap smears images from the Cayetano

Heredia data set.

In summary, we can see that both data sets have different magnifications and

laboratory staining. The image magnification can make a huge difference in the image

pre-processing and processing. Thus, the expert pathologists recommended images

of 400x magnification, which as it happens is one widely used in Peru for diagnostic

purposes. The label accompanying these data sets was provided in different formats,

which required consolidation and term normalization. The Ainbo data set was given

with the ground truth of the anonymous slides in a spreadsheet file, whereas the

Cayetano Heredia data set was provided with the ground truth of the images and the

most representative cells labeled on the same JPG file.

3.3 Experiment A: Adapting the TB/MODS Pattern Recognition Al-
gorithm

Experiment A aimed at adapting the TB/MODS pattern recognition algorithm (sen.

99.1% and spe. 99.7% for tuberculosis diagnosis compared with the expert’s review in

the MODS assay [2]), to recognize normal vs. abnormal cell nuclei in the Pap images

compared to the expert pathologists’ ground truth. The latest studies mentioned that

the segmentation of cell nuclei is the most important, because nuclei show significant
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(a) Normal Image (single cell) (b) Normal Image (overlapping cells)

(c) Abnormal image (LSIL) (d) Abnormal image (HSIL)

Figure 3.2: The Cayetano Heredia data set (400x magnification)
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changes when disease is present [46]. Thus, I start adapting the TB/MODS pattern

recognition algorithm to identify nuclei, for which a small subset of the Cayetano

Heredia data set (276 images - 227 normal and 49 LSIL) for image processing was

used comprised by 70 cell nuclei (35 normal and 35 LSIL) for training classification.

The abnormal images were just from low-abnormality (LSIL) according to the ground

truth of the experts. The main steps of the adapted algorithm are described in detail

below.

3.3.1 Image Pre-processing

This process was the key part to provide suitable filters, parameters and methods for

the image processing. I tested different parameters to be able to adjust the image

processing of the TB/MODS pattern recognition algorithm to recognize nuclei of

the Pap smears images. I used a small subset of the Cayetano Heredia data set. I

selected the seven most representative Pap smear images from the normal category.

The flowchart on Figure 3.3 shows the main steps of the process:

          Input
(set of Cayetano 
Heredia data set)

Output
(Combination #7)

Application of 
global filters 

(ImageJ)

Local 
binarization  

(Fourier library)

Decision-making
(pre-processing 
combinations)

Figure 3.3: Flowchart of the Pap image pre-processing

Application of global filters using ImageJ

First, the RGB Pap image was uploaded by ImageJ, an open source image processing

software [48], that allowed testing different filters and combinations. I tried dis-

tinct filters such as Gaussian blur for smoothing the image, enhanced contrast for

strengthening the contrast, and median filter with different window sizes for reducing
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the image noise. The exploration with ImageJ was very helpful, because it provided

great insights about the key filters and parameters that could handle the Pap smear

images.

Local binarization using the Fourier Library

Then, I tested three local binarization methods using an open source library in C

called Fourier lib [10]. In this type of images, local binarization is better than global

binarization due to an uneven distribution of the illumination of the Pap smear images.

The local threshold methods used were: a) Bernsen, which is based on comparing if

the local threshold is below the contrast threshold [6], b) Niblack, which is based on

the calculation of the local mean and standard deviation [33], and Sauvola, which is

based on a variation of the Niblack method [49].

Decision-making

Finally, I had different combinations of filters, parameters and local binarization meth-

ods. After analizing the pre-processed images, the combination that better recognized

nuclei on the Pap smears images was selected. Table 3.5 shows the most important

combinations. The best combination at recognizing nuclei on Pap smears was # 7.

This combination consisted of first applying the Gaussian blur filter. Next, an en-

hanced contrast filter was run to produce a strong contrast. The next step was to

convert the RGB image to an 8-bit gray scale image. Then, a median filter with a 3x3

window size was applied. At the end, a local binarization using the local threshold

method of Niblack [33] was run. Figure 3.4 shows the best pre-processing result from

combination #7.
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(a) Normal Pap images (b) Gray-scale Pap images (c) Binary Pap images

Figure 3.4: Results of the best Pap image pre-processing (combination # 7)
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3.3.2 Image Processing

The best combination of Pap image pre-processing was included in the TB/MODS

pattern recognition algorithm. Alicia Alva, first author of the TB/MODS pattern

recognition algorithm and research assistant at the Bioinformatics Unit, adapted and

ran the TB/MODS pattern recognition algorithm with the parameters of the best

combination. Figure 3.5 presents the results of the image processing of some normal

Pap images. The output of the image processing was: a) the features of each object

(spreadsheet files), b) the object images (jpg files), and c) the original, gray-scale and

edge-skeleton of the Pap images (jpg files) as shown on Figure 3.6.

3.3.3 Manual Labeling and Mapping

The expert pathologists provided the Bethesda ground truth image classification and

directly marked the most representative cells on the same Pap images. I did a manual

labeling of cell nuclei in the previously processed Pap images according to the experts.

I labeled 227 normal Pap images (highlighted green) and 49 abnormal LSIL Pap

images (highlighted blue). Figure 3.7a shows an example of labeling normal cell

nuclei and Figure 3.7b of labeling abnormal cell nucleus in a processed Pap image.

Later, I did a manual mapping of each nucleus with its object number by looking

for the object in the output folder “object images”, and reading its file name, which

was named by the image name plus the object number automatically assigned by the

algorithm (e.g.“1006a-object-0057.jpg”). See Figure 3.7c and Figure 3.7d.

3.3.4 Feature Extraction

The feature extraction step aimed to provide the 54 features for each cell nuclei. A

CSV (comma-separated values) file was created using a data set of 70 cell nuclei (35

normal and 35 abnormal (LSIL)). Then, different scripts automatically joined the

normal and abnormal object files, generated after the image processing, to one single
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(a) Normal Pap image (b) Gray-scale Pap image (c) Edge-skeleton Pap image

Figure 3.5: Results of the image processing of Pap smears
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Object images                                                         
(jpg files)

Object features                                                        
(spreadsheet files)

Image 
processing

Original, gray-scale, 
edge-skeleton 
images (jpg files)

Figure 3.6: Output files of the image processing of Pap smears

(a) Manual labeling of normal nuclei (b) Manual labeling of abnormal nuclei

(c) Manual mapping of normal nucleus (d) Manual mapping of abnormal nucleus

Figure 3.7: Manual labeling and mapping in processed Pap images
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spreadsheet file with all 54 features of each nucleus. The 54 features were used as a

feature descriptor for classification.

3.3.5 Classification Results

I built four object models in this preliminary study using simple and multiple logistic

regression. First, the 54 features were used to perform a univariate analysis. Then,

features with the highest pseudo R2 and odds ratio were included, and the highly

correlated features were removed, keeping the most significant predictors. Filtered

feature predictors were tested using multiple logistic regressions in a step-backward

approximation (removing the least biologically meaningful features). All these models

were analyzed using the Stata software [52]. See Figure 3.8 for the flowchart of this

classification process and Table 3.6 for the classification results. We can see that

the fourth object model identified Pap normal nuclei vs. abnormal nuclei with the

highest sensitivity of 97.14% and the highest specificity of 97.14% compared to the

expert pathologists ground truth. The area under the ROC curve, which illustrated

the performance of a binary classifier, of the best model was 0.9935 as shown in Figure

3.9.

Simple logistic regression 
(Univariate analysis 

using Stata)

Multiple logistic regression 
(Step-backward 
approximation)

Model 1

Model 2

Model 3

Model 4

Outputs

70 nuclei
+features

Figure 3.8: Experiment A: Flowchart of the classification process

According to the statistical analysis, the six features that best classified normal

vs. abnormal cell nuclei are shown in Table 3.7.
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Table 3.6: Experiment A: Classification models

Model No. Features Sensitivity (%) Specificity (%)

1 4 74.28 88.57

2 3 82.85 80.00

3 2 74.28 82.85

4 6 97.14 97.14

Figure 3.9: Experiment A: The ROC curve of the best classfication model

3.4 Experiment B: Testing the UW/CSE Pattern Recognition Algo-
rithm

Experiment B was to test the UW/CSE pattern recognition algorithm [14] with the

Cayetano Heredia data set. In this case, I followed the same methodology to identify

nucleus, cytoplasm and background. I start testing with a subset of the Ainbo data

set (35 single images 18 normal and 17 abnormal) to get familiar with algorithm; and
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then I used a subset of the Cayetano Heredia data set (35 whole images - 18 normal

and 17 abnormal) for training and testing classification respectively. The main steps

of the testing are described in detail below.

3.4.1 K-means clustering

First, I tested the k-means algorithm with different features on the Ainbo data set

in a remote connection with the CSE server. The UW/CSE pattern recognition

algorithm has different parameters that use the k-means algorithm. For example, the

parameter [A] applies the k-means algorithm with initial random seeds with different

color threshold as shown in Figure 3.10a; and the parameter [W] applies the k-means

algorithm with the texture feature - local binary pattern (LBP) [38] and the scale-

invariant feature transform (SIFT) [30] using the ground truth images as shown in

Figure 3.10b.

Second, I ran different scripts with the Cayetano Heredia data set that tested

different k sizes (6 to 10). I only included 35 images due to time processing constraints

in the remote server at UW/CSE. It took almost two full days to obtain results with

this data set.

3.4.2 Connected-components and labeling image regions

The ouputs of segmentation and region identification from the CSE/UW pattern

recognition algorithm are shown in Figure 3.11. The original Pap image is in the first

column. Cell identification and labeling is shown in the second column. The third one

shows the image mask for nucleus feature extraction, and the fourth column shows the

image mask for the cytoplasm regions. Figure 3.12 shows light cytoplasm incorrectly

classified as background. Nucleus is also incorrectly classified as cytoplasm.
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(a) Applying k-means with different color

threshold

(b) Applying k-means with LBP and SIFT

using ground truth images

Figure 3.10: Experiment B: Examples of testing the k-means algorithm
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Figure 3.11: Experiment B: Segmentation results showing quite successfull region

identification. Original Pap images in the 1st column; cell identification and labeling

- nucleus (white), cytoplasm (blue), and background (red) in the 2nd column; image

mask showing nuclei in the 3rd column; image mask showing cytoplasm in the 4rd

column; and gray-scale Pap images in the 5th column.
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(a) Nuclei were incorrectly labeled as cytoplasm as shown in the 2nd column

(b) Any nucleus was segmented as shown in the 3rd column, but some cytoplasms were

segmented as shown in the 4th column

(c) Light cytoplasm was incorrectly labeled as background as shown in the 2nd column

Figure 3.12: Experiment B: Segmentation results showing some errors
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3.4.3 Classification Results

Finally, I ran the classification of normal vs. abnormal Pap images using WEKA [21].

The classifiers were trained with the Cayetano Heredia data set. The training set

consisted of 18 whole Pap images, and the testing set consisted of 17 whole Pap images.

Then, I ran ten different machine-learning algorithms with the default parameters

with different sets of features. The accuracy classification results with k equal to 7

are shown in Table 3.8. The best result is the set of features D (entropy, color, area,

shape and ratio) that recognized normal vs. abnormal Pap images with an accuracy

of 82.3% by the Random Tree classifier.

3.5 Comparison of the Two Pattern Recognition Algorithms

Both pattern recognition algorithms have advantages and limitations. The adapted

TB/MODS algorithm was semi-automatic, and identified just nucleus. The UW/CSE

algorithm was full-automatic, and identified nucleus, cytoplasm and background. Ta-

ble 3.9 compares the overall characteristics of the adapted TB/MODS pattern recog-

nition algorithm and the UW/CSE pattern recognition algorithm.

In terms of features comparison, the TB/MODS pattern recognition algorithm

used six features to classify normal vs. abnormal cell nuclei; and the UW/CSE

pattern recognition algorithm used ten features to classify Pap smear images. The best

features of the adapted TB/MODS algorithm were features related to illumination

and geometric features; and the best features of UW/CSE algorithm were related to

shape, illumination, color and texture. A notable difference was that the TB/MODS

only identified features for nuclei, and the UW/CSE identified features for nuclei,

cytoplasm and background. Furthermore, in the TB/MODS approach, the nuclei

were hand-selected for training while in the UW/CSE approach, the algorithm was

fully automated. Table 3.10 shows the features comparison of two methods in detail.

In terms of algorithms performance, the adapted TB/MODS algorithm shows a
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sensitivity of 97.14%, specificity of 97.14% and accuracy of 97.14%, whereas, the

UW/CSE shows a sensitivity of 87.50%, specificity of 77.78%, an accuracy of 82.35%.

Table 3.11 shows each a lgorithm‘s performance in terms of accuracy classification,

sensitivity (sen), specificity (spe), true positive (TP), false positive (FP), true neg-

ative (TN) and false negative (FN). From this table, we can see that the adapted

TB/MODS algorithm had better performance classifying normal vs. abnormal nu-

clei. However, the UW/CSE algortihm classified whole normal vs. abnormal images

(nucleus, cytoplasm and background).

In summary, both methods have advantages and limitations. It is important to

note that these experiments were not run under the same conditions, because the

data sets were of different sizes, the region identifications were dissimilar, and the

classification methods were distinct in methodology. In general, both methods showed

that they can process and classify Pap smear images from the Cayetano Heredia data

set.

Table 3.11: Algorithms performance

Confusion Matrix

Algorithm Accuracy Sensitivity Specificity TN FP

(%) (%) (%) FN TP

Adapted TB/MODS 97.14 97.14 97.14 34/70 1/70

1/70 34/70

UW/CSE 82.35 87.50 77.78 7/17 2/17

1/17 7/17
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Chapter 4

DESIGN AND METHODS

Objective 3 of this dissertation was to assess the accuracy, sensitivity and speci-

ficity of the proposed cervical cancer screening approach for classifying normal vs.

abnormal Pap smears compared to experts’ review. This chapter describes the de-

sign of the proposed cervical cancer screeening system based on the two algorithms

described in the preliminary studies in Chapter 3.

The proposed strategy for the cervical cancer screening algorithm was to use the

best components of both methods, and the overall goal was to fully automate the

adapted TB/MODS pattern recognition algorithm for cervical cancer screening adding

texture features and classification methods from the UW/CSE pattern recognition

algorithm.

4.1 System Design

The proposed new combined algorithm is based on a tree-structured approach as

shown in Figure 4.1. The left branch is an adapted version from the TB/MODS algo-

rithm to cervical cancer pattern recognition (described in the image pre-proccessing

in Chapter 3 and the classification models in Chapter 5). The right branch analy-

ses the whole image using the Local Binary Pattern (LBP) texture feature from the

UW/CSE algorithm.

At the top level of the tree on the left branch, after an image processing step which

segments the image into separate objects (as discussed in Chapter 3), most Pap smear

images are sent to the left side, and some inadequate images are sent to the right side.

The inadequacy of some images was due to illumination changes during the image
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acquisition by the expert pathologists. Then, the remaining adequate images were

sent to the feature extraction process. The algorithm extracted 54 features from

each segmented object. Later, these objects were sent to the object classification

model to be classified as nucleus or non-nucleus (artifacts). After that, the algorithm

only focused on the nucleus objects to classify which ones were normal and which

ones were abnormal nuclei. The final image classifier on the left branch uses the

number of abnormal objects, the highest probabilities of the abnormal objects, and

the mean of the highest probabilities of the abnormal objects according to each of the

four object models (described in Chapter 5. This image classifier also includes some

global geometric and illumination features. All these features were used as a feature

descriptor to classify the image as normal or abnormal using the logistic regression

method in Stata [52].

The right branch of the tree shown in Figure 4.1 was perfomed independently as it

is part of a collection of computer vision techniques of the UW/CSE algorithm. This

approach applies the LBP texture operator to batch the whole image. There is no

segmentation step, and no images are rejected. The LBP operator produces a 256-bin

histogram representing the texture of the image [38]. The values of this histogram are

the feature descriptor that feed into a classifier on the bottom right. This classifier

used only the LBP texture features classified by different machine learning algorithms

in Weka [21].

Both the whole image classifier on the left, which uses the number of abnormal

objects, the highest probabilities of the abnormal objects, and the mean of the highest

probabilities of the abnormal objects according to each of the four object models plus

global geometric and illumination features; and the whole image classifier on the right,

which uses only the LBP texture features are able to identify the most significant

features used in their best classifications with the simple logistic regression classifier

in Weka [21] and the step-backward approximation (removing the least biological

meaningful features). The final step in our cervical cancer screening algorithm is
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Pap smear Image

Image Processing

Potentially
Nuclei Objects

Object Classification: 
Nucleus vs. Non-Nucleus

(Mathematical Morphology & Skeletonization)

(Cayetano Heredia Dataset)

Feature Extraction and Pattern 
Recognition

(Logistic Regression)

Object Classification: 
Normal vs. Abnormal Nucleus

Image Classification: 
Normal vs. Abnormal Image

(Logistic Regression)

      Objects

Out: 
Non-Nucleus (artifacts)

Normal Image Abnormal Image

Out: 
Inadequate Image/
Segmentation Fault

Texture Image Processing
(LBP)

LBP Histogram Extraction

Texture Image Classification: 
Normal vs. Abnormal Image

Normal Image Abnormal Image

Combined Significant 
Features

(Logistic Regression)

Combined Classifier

Normal Image Abnormal Image

Significant  Features

Object Models plus Global 
Geometric and illumination Features

Figure 4.1: The proposed cervical cancer screening algorithm
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to combine the most significant features from each classifier into a single feature

descriptor, and train a final classifier with all these significant features.

4.2 Data Sets

On the left branch of the tree, I used different sizes of data sets for the object and

image classification, due to the availability of the data provided by the expert pathol-

ogists from the Hospital Nacional Cayetano Heredia. First, I used 534 objects from

162 images in the object classification of nucleus vs. non-nucleus. Then, I used 267

objects (half of the set) from the same 162 images in the object classification of nor-

mal vs. abnormal nucleus. Finally, I enlarged the data set to have 378 images. After

removing some images due to inadequacy for illumination changes, the final data set

was 213 images for the classification of normal vs. abnormal image (bottom left of the

flowchart). On the right branch of the tree, I used the same data set of 213 images

for the texture image processing and texture image classification.

4.2.1 Data Set of Objects: Nucleus and Non-Nucleus

The initial data set contained objects from 288 images from a subset of the whole

Cayetano Heredia dataset, but 126 images were removed due to the objects selected.

I hand-selected 534 objects (267 nucleus and 267 non-nucleus) from the remaining

162 images of the Cayetano Heredia dataset according to the marked cells by the

expert pathologists. The 267 nucleus belong to three categories: 151 normal nucleus

of 98 normal images, 41 LSIL nucleus of 29 LSIL images, and 75 HSIL nucleus of 35

HSIL images. The 267 non-nucleus were artifacts such as polys (white blood cells)

and background artifacts (see Figure 4.2). These 534 objects were used for algorithm

training to classify nucleus vs. non-nucleus.
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Initial 
Cayetano 
Heredia
data set

n = 288

Normal

LSIL 

HSIL 
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n = 50

Normal 
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LSIL 

HSIL 

n  = 29
m = 82

n = 35
m= 150

Nucleus

Non-
Nucleus
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Final 
Cayetano 
Heredia
data set

n  = 162
m = 534

Out
n  = 70

Out
n  = 41

Out
n  = 15

 n  = number of images
 m = number of objects 

Figure 4.2: Data set of objects: nucleus and non-nucleus
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4.2.2 Data set of Objects: Normal and Abnormal Nucleus

I selected half of the data set of objects of nucleus and non-nucleus. This data set

contained the 267 nuclei from the same 162 images (151 normal nuclei, 41 LSIL nuclei,

and 75 HSIL nuclei) (see Figure 4.3). These 267 nucleus were used for training in the

classification of normal vs. abnormal nucleus.

Initial 
Cayetano 
Heredia
data set

n = 288

Normal

LSIL 

HSIL 

n = 139

n = 99

n = 50

Normal 

n  = 98
m = 151

LSIL 

HSIL 

n  = 29
m = 41

n = 35
m= 75

Nucleus

n  = 162
m = 267

Final 
Cayetano 
Heredia
data set

n  = 162
m = 267

Out
n  = 70

Out
n  = 41

Out
n  = 15

 n  = number of images
 m = number of objects 

Figure 4.3: Data set of objects: normal and abnormal nucleus

4.2.3 Data set of Images for the Adapted TB/MODS Algorithm

I hand-selected a subset of 378 images (165 normal, 52 LSIL and 161 HSIL) of the

whole Cayetano Heredia dataset (966 images). These images were used for algo-

rithm training, except that 165 images were removed due to the inability of the
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adapted TB/MODS algorithm to process them due to illumination changes and inad-

equate/indeterminate images. The object model classification described in Chapter 5

of the adapted TB/MODS algorithm are based on some illumination features as fea-

tures heritage of the Tuberculosis diagnosis using MODS in which light refraction is

part of the key pattern recognition for the experts. In addition, the Cayetano Heredia

data set contains some inadequate images with too many blood cells.

Only 213 images (89 normal, 32 LSIL and 92 HSIL) passed to the classification

phase (see Figure 4.4).

Initial 
Cayetano 
Heredia
data set

n = 378

Normal

LSIL 

HSIL 

n = 165

n = 52

n = 161

Normal 

n  = 89

LSIL 

HSIL 

n  = 32

n = 92

n  = 213

Final 
Cayetano 
Heredia
data set

Out
n  = 20

Out
n  = 76

Out
n  = 69

 n  = number of images
 

Figure 4.4: Data set of images for the adapted TB/MODS algorithm
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4.2.4 Data set of Images for the UW/CSE Algorithm of LBP Texture

I used the same data set of 213 images (89 normal, 32 LSIL and 92 HSIL). No images

were removed in this right branch of the tree since the LBP algorithm could handle

all of them (see Figure 4.5).

Initial 
Cayetano 
Heredia
data set

n = 213

Normal

LSIL 

HSIL 

n = 89

n = 32

n = 92

n  = 213

Final 
Cayetano 
Heredia
data set

 n  = number of images
 

Figure 4.5: Data set of images for the UW/CSE algorithm of LBP texture

4.3 Image Processing

4.3.1 Image Processing Using the Adapted TB/MODS Algorithm

On the left branch of the tree, the proposed cervical cancer screening algorithm used

the image processing from the adapted TB/MODS pattern recognition algorithm

(mathematical morphology and skeletonization) for object segmentation. I followed

the same methodology described in the preliminary results presented in Chapter 3

of Section 3.3. Figure 4.6 shows the image processing results of normal Pap images.
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Figure 4.7 shows the image processing results of abnormal LSIL Pap images (low-

grade abnormality), and Figure 4.7 shows the image processing results of abnormal

HSIL Pap images (high-grade abnormality).

(a) Normal Pap image (b) Gray-scale Pap image (c) Edge-skeleton Pap image

Figure 4.6: Results of the image processing of normal Pap smears
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(a) LSIL Pap image (b) Gray-scale Pap image (c) Edge-skeleton Pap image

Figure 4.7: Results of the image processing of abnormal LSIL Pap smears
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(a) HSIL Pap image (b) Gray-scale Pap image (c) Edge-skeleton Pap image

Figure 4.8: Results of the image processing of abnormal HSIL Pap smears
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4.3.2 Image Processing Using the UW/CSE Algorithm of LBP Texture

On the right branch of the tree, the proposed cervical cancer screening algorithm used

the local binary pattern (LBP) texture feature from the UW/CSE pattern recognition

algorithm for the whole image. The LBP texture image processing is very simple.

First, a window size is defined. Then, each pixel is compared to each of its 8 neighbors.

If the value of the center pixel is less than the value of its neighbors, a “0” is output.

Otherwise, a “1” is output. This process provides an 8-digit binary number which is

converted to a decimal number. Then, these outputs generate a 256-bin histogram

representing the texture of the image [38]. There is no segmentation step in the LBP

texture algorithm. See Figure 4.9 for LBP texture processing on normal Pap images.

Figure 4.10 shows LBP texture processing on abnormal LSIL Pap images, and Figure

4.11 shows LBP texture processing on abnormal HSIL Pap images.

4.4 Feature Extraction and Pattern Recognition

4.4.1 Feature Extraction for the Object Classification: Nucleus vs. Non-Nucleus

The 54 features described in Appendix B [2] were extracted, after image processing,

for the data set of 534 objects of nucleus and non-nucleus (267 nucleus and 267

non-nucleus). A CSV file was created using this data set. Then, different scripts

automatically joined the nucleus and non-nucleus files into a single spreadsheet file

with all 54 features of each 534 object. These features were used as feature descriptor

for the object classification of nucleus vs. non-nucleus.

4.4.2 Feature Extraction for the Object Classification: Normal vs. Abnormal Nucleus

The algorithm extracted the same 54 features from the Appendix B [2] for the data

set of 267 nucleus (150 normal, 42 LSIL and 75 HSIL). A CSV file was also created

using this data set. The 54 features were used for the object classification of normal

vs. abnormal nucleus that fed into the feature descriptor.
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(a) Normal Pap image (b) Gray-scale Pap image and LBP texture Pap Image

Figure 4.9: Results of the image processing of normal Pap smears with LBP texture
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(a) LSIL Pap image (b) Gray-scale Pap image and LBP texture Pap image

Figure 4.10: Results of the image processing of LSIL Pap smears with LBP texture
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(a) HISL Pap image (b) Gray-scale Pap image and LBP texture Pap image

Figure 4.11: Results of the image processing of HSIL Pap smears with LBP texture



57

4.4.3 Feature Extraction for the Image Classification: Normal vs. Abnormal Image

This feature extraction used the data set of 213 images for the adapted TB/MODS

algorithm, and used a different set of features compared to previous feature extractions

for object classification.

The feature vector was composed of global geometric and illumination features

plus a subvector fi as shown on Table 4.1. The global geometric and illumination

features are 3. The length of the subvector fi is 25. There are four subvectors, giving

a length of 100, for a total 103 dimensions. The global features are described on Table

4.2; and the feature subvector are described on Table 4.3 in detail.

Table 4.1: Feature vector

Type Length Name

Global geometric

and illumination

3 number of objects, mean image-illumination and std

dev image-illumination

Subvector fi 25 f1, f2, f3, f4

Table 4.2: Global features

Name Description

Number of objects number of total objects in the image

Mean image-illumination mean of the whole image-illumination

Std dev image-illumination standard deviation of the whole image-illumination
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Table 4.3: Feature subvector

Type Description Value

For each model mi, feature subvector fi includes:

ni number of abnormal objects in image according

to model mi

n1, n2, n3, n4

pi,j 12 highest probabilities of abnormal objects in

image according to model mi

pi,1, pi,2, pi,3, pi,4, pi,5, pi,6,

pi,7, pi,8, pi,9, pi,10, pi,11, pi,12

µi,j mean of the 12 highest probabilities of abnormal

objects in image according to model mi

µi,j is µi,1, µi,2, µi,3, µi,4, µi,5,

µi,6, µi,7, µi,8, µi,9, µi,10, µi,11,

µi,12

*where mi is m1, m2, m3, m4

4.4.4 LBP Histogram Extraction

The LBP operator produces a 256-bin histogram representing the texture of image.

The 256 values of the histogram are the feature vector for the image texture classifi-

cation.
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Chapter 5

CLASSIFICATION EXPERIMENTS AND RESULTS

This chapter presents classification experiments and results using machine learning

algorithms employing the Weka software [21] to classify normal vs. abnormal Pap

smear images assessing the accuracy, sensitivity and specificity as stated in Objective

3 of this dissertation. In addition, I will discuss the classification between nucleus vs.

non-nucleus, and normal vs. abnormal nucleus using the Stata software [52].

The best image classification for normal vs. abnormal Pap smear images in the

proposed cervical cancer screening algorithm has an accuracy of 98.12%, sensitivity

of 98.39% and specificity of 97.75% using the most significant features of the two

algorithms. I will describe the databases, classifiers, and classifications results using

different training and testing sets (training set alone, 50%-training and 50%-testing,

and 10-fold cross-validation) in detail below.

5.1 Databases

In the classification experiments, I worked with six databases. Four of them were

described in Chapter 4, and the other two are a combination of those. These databases

were stored in the CSV format and each one contained different sets of features.

In Weka [54], the rows (images or objects) are termed instances, and the columns

(features) are attributes. In Stata [52], the rows are named observations, and the

columns are variables. The nomenclatures are different, but the content in the rows

and columns are equivalent in both software packages.
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5.1.1 Database of Objects: Nucleus and Non-Nucleus

This first database stores the 54 features of 534 objects from 162 images of the whole

Cayetano Heredia data set as explained in Subsection 4.2.1. This database of objects

contains 267 nucleus and 267 non-nucleus entries in CSV format that was used for

algorithm training to classify nucleus vs. non-nucleus objects.

5.1.2 Database of Objects: Normal and Abnormal Nucleus

The second database only stores the information of the group of 267 nucleus objects

from the previous one. This database was used for training to classify normal vs.

abnormal nuclei.

5.1.3 Database of Images with Global and Object Models Features

The third database stores the global geometric and illumination features plus object

models features generated by the object classification of normal vs. abnormal nucleus

from the adapted TB/MODS algorithm. These features are described in Section 4.4.3

in detail. In total, this database contains 213 instances and 103 attributes plus one

class attribute per instance.

5.1.4 Database of Images with the LBP Texture Features

The fourth database stores the LBP texture features generated by the UW/CSE

algorithm. The texture features corresponds to the LBP histogram values as described

in Chapter 4. In total, this database contains 213 instances and 256 attributes plus

one class attribute per instance.

5.1.5 Database of Combined Features

The fifth database contains all features from the previous two databases: the global

geometric and illumination features and object models features plus the LBP texture
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features. In total, this data base contains 213 instances and 359 attributes plus one

class attribute per instance.

5.1.6 Database of Significant Features

The last database stores the most significant features of the database of combined

features after running the simple logistic regression classifier in Weka [21], and doing

step-backward approximation (removing the least biological meaningful features). In

total, this database contains 213 instances and 15 attributes plus one class attribute

per instance.

5.2 Classifiers

There are different kinds of classifiers based on Bayes’s theorem, functions, trees, rules

and metaclassifiers. A summary description of the the machine learning algorithms

used in Weka (stable version 3-6-9) [21] are shown on Table 5.1 [54].

5.3 Experiment 1: Classification Using the Adapted TB/MODS Algo-
rithm

In this section, I present the classification results from the adapted TB/MODS al-

gorithm: nucleus vs. non-nucleus, normal vs. abnormal nucleus, and normal vs.

abnormal images using training sets in Stata [52].

5.3.1 Object Classification: Nucleus vs. Non-Nucleus

I built eight object models for the object classification of nucleus vs. non-nucleus

using simple and multiple logistic regression. First, I used all 54 features (Appendix

B) to perform a univariate analysis. Then, features with the highest Pseudo R2

and odds ratio were included, and the most highly correlated features were removed,

keeping the most significant predictors. Filtered feature predictors were tested using
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multiple logistic regressions in a step-backward approximation. All these models were

analyzed using Stata [52]. The models are described in Table 5.2

The eighth model identifies nucleus vs. non-nucleus with the highest sensitivity of

98.50% and the highest specificity of 98.50%. Table 5.3 describes its best six features

according to the statistical analysis in detail. Three features were geometric features,

and the other three features were illumination features.

5.3.2 Object Classification: Normal vs. Abnormal Nucleus

I built four object models for the object classification of normal vs. abnormal nucleus.

The features of the four models are listed in Table 5.4. I applied the same methodology

using simple and multiple logistic regression in Stata. The fourth model identifies

normal vs. abnormal nucleus with the highest sensitivity of 87.93% and a specificity

of 95.36%.

It is important to highlight that this model was applied to potential nuclei objects.

Seven features were used to classify normal vs. abnormal nuclei. The best seven

features are described in Table 5.5.

5.3.3 Image Classification: Normal vs. Abnormal Image

I built two image-models for the image classification of normal vs. abnormal image.

I followed the same methodology using simple and multiple logistic regression. The

best image model identifies normal vs. abnormal image with the highest sensitivity

of 85.48% and the highest specificity of 94.38% as shown in Table 5.6. The features

that best classify normal vs. abnormal Pap smear image are described in detail in

Table 5.7.
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5.3.4 Summary

The best object model for nucleus and non-nucleus was able to identify nucleus with

98.50% sensitivity and 98.50% specificity in a database of 534 objects. The best

object model for normal nucleus and abnormal nucleus was able to identify abnormal

nucleus with 87.93% sensitivity and 95.36% specificity in a database of 267 nucleus.

Finally, the best image model was able to identify abnormal Pap smear image with

85.48% sensitivity and 94.38% specificity in a database of 213 images. Figure 5.1

shows the summary of the results of the different training classifications in terms of

true negative (TN), false positive (FP), false negative (FN) and true positive (TP).

Object Classification: 
Nucleus vs. Non-Nucleus

n  = 162 images
m = 534 objects (267 nuclei, 
267 non-nuclei) 

m = 534 objects
Se = 98.50%, Sp = 98.50%
TN = 263, FP = 4
FN = 4    , TP = 263

Object Classification: 
Normal vs. Abnormal Nucleus

Potentially 
Nuclei Objects

n  = 162 images
m = 267 nuclei (150 normal, 
42 LSIL, 75 HSIL)

m = 267 objects
Se = 87.93%, Sp = 95.36%
TN = 144, FP = 7
FN = 15  , TP = 101

Image Classification: 
Normal vs. Abnormal Image

n = 213 images
Se = 85.48%, Sp = 94.38%
TN = 84, FP = 5
FN = 18, TP = 106

Initial n = 378 images (165 
normal, 52 LSIL & 161 HSIL)

Final n = 213 images (89 
normal, 32 LSIL & 92 HSIL)

Results

Object Models plus
Global and Illumination Features

Inputs - Databases

Figure 5.1: Experiment 1: Summary classification results



71

5.4 Experiment 2: Classification Using the UW/CSE Algorithm

In this section, I present the classification results from the UW/CSE algorithm of LBP

texture for normal vs. abnormal images using Weka [21]. The UW/CSE algorithm

classifies using 50% of the data for training set and 50% of data for testing set by

default. The training set is built using the odd numbers of the data set, and the

testing set is built using the even numbers. This was left unchanged for purposes of

consistency. Table 5.8 shows the complete results. The best classification is given

by MLP (multilayer perceptron - a neural network) with an accuracy of 94.33%,

sensitivity of 95.16%, and specificity 93.18%.

Table 5.8: Texture classification using separate training and testing sets

Accuracy Sensitivity Specificity TN FP FN TP

Classifiers (%) (%) (%) (n=106)

Bayes Net 83.01 83.87 81.82 36 8 10 52

Naive Bayes 83.96 80.65 88.64 39 5 12 50

Logistic 89.62 93.55 84.09 37 7 4 58

MLP 94.33 95.16 93.18 41 3 3 59

Simple Logistic 90.56 88.71 93.18 41 3 7 55

SMO 88.67 85.48 93.18 41 3 9 53

Adaboost+Decision

Stump

86.79 80.65 95.45 42 2 12 50

Random Forest 86.79 85.48 88.64 39 5 9 53

Random Tree 85.84 83.87 88.64 39 5 10 52
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5.5 Experiment 3: Classification for the Cervical Cancer Screening Al-
gorithm

In this section, I present the classification results for normal vs. abnormal images

for the proposed cervical cancer screening algorithm at different levels using 10-fold

cross-validation from Weka [21].

Cross-validation is a validation method for assesing how the results of the clas-

sifier (machine learning algorithms) will generalize to different data sets. There are

different types of cross-validation such as k-fold cross-validation and leave-one-out

cross-validation.

The type of cross-validation that Weka runs by default is k-fold cross-validation.

First, the data set is randomly split into k subsets of equal size. Then, the program

uses k-1 subsets for the training set, and the remaining subset for the testing set.

Second, Weka runs the process k times. Then, the results are averaged to achieve a

final result. The standard method is 10-fold cross-validation which means k equal ten

subsets (90% for training set and 10% for testing set) [54].

5.5.1 Pre-process

First, to get ready the database for 10-fold cross-validation, I used two filters of

“Standardize” for standardizing the data values to the same scale; and, then the filter

“NumericToNominal” for changing the last attribute (class attribute) from numeric

to nominal. The last filter makes the class attribute categorical using 0 for normal

and 1 for abnormal images.

5.5.2 10-fold Cross-Validation on the Database of Images with Global and Object

Models Features

I ran different machine learning algorithms with the database of images with global

and object models features using 10-fold cross-validation. See Table 5.9. The best
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classification for normal vs. abnormal Pap images using just global and object models

features was obtained with simple logistic with an accuracy of 88.73%, sensitivity

of 91.94% and specificity of 84.27%. The classification results using 10-fold cross-

validation has better sensitivity than the classification results using just training in

Stata. It is important to emphasize that expert pathologists look for higher sensivity

in cervical cancer screening using Pap smears.

Table 5.9: 10-fold cross-validation using global and object models features

Accuracy Sensitivity Specificity TN FP FN TP

Classifiers (%) (%) (%) (n=213)

Bayes Net 86.38 87.10 85.39 76 13 16 108

Naive Bayes 84.97 91.13 76.40 68 21 11 113

Logistic 79.81 86.29 70.79 63 26 17 107

MLP 84.50 88.71 78.65 70 19 14 110

Simple Logistic 88.73 91.94 84.27 75 14 10 114

SMO 85.44 88.71 80.90 72 17 14 110

Adaboost+Decision

Stump

87.79 87.90 87.64 78 11 15 109

Random Forest 83.09 84.68 80.90 72 17 19 105

Random Tree 79.81 83.87 74.16 66 23 20 104

5.5.3 10-fold Cross-Validation on the Database of Images with LBP Texture Features

I also ran different machine learning algorithms with the database of images with LBP

texture features using 10-fold cross-validation. See Table 5.10. The best classification

for normal vs. abnormal Pap images using just LBP texture features is obtained with

MLP with an accuracy of 97.18%, sensitivity of 98.39% and specificity of 95.51%.
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The classification results using 10-fold cross-validation is better than the classification

results using 50% training set and 50% testing set.

Table 5.10: 10-fold cross-validation using texture features

Accuracy Sensitivity Specificity TN FP FN TP

Classifiers (%) (%) (%) (n=213)

Bayes Net 85.91 85.48 86.52 77 12 18 106

Naive Bayes 85.44 83.06 88.76 79 10 21 103

Logistic 90.14 89.52 91.01 81 8 13 111

MLP 97.18 98.39 95.51 85 4 2 122

Simple Logistic 91.54 91.94 91.01 81 8 10 114

SMO 90.61 86.29 96.63 86 3 17 107

Adaboost+Decision

Stump

94.36 93.55 95.51 85 4 8 116

Random Forest 93.89 95.97 91.01 81 8 5 119

Random Tree 88.26 87.90 88.76 79 10 15 109

5.5.4 10-fold Cross-Validation on the Database of Combined Features

In this classification, I used the database of combined features that stores all the

information of the database of images with the global and object models features,

and the database of images with the LBP texture features. I also ran the machine

learning algorithms using the standard 10-fold cross-validation. See Table 5.11. MLP

is again the best classifier with an accuracy of 95.30%, sensitivity of 95.97% and

specificity of 94.38%. The accuracy, sensitivity and specificity was higher when using

both sets of features than using just the global and object models features, but less

than using just the LBP texture features.
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Table 5.11: 10-fold cross-validation using combined features

Accuracy Sensitivity Specificity TN FP FN TP

Classifiers (%) (%) (%) (n=213)

Bayes Net 91.07 91.94 89.89 80 9 10 114

Naive Bayes 89.67 90.32 88.76 79 10 12 112

Logistic 93.42 95.97 89.89 80 9 5 119

MLP 95.30 95.97 94.38 84 5 5 119

Simple Logistic 93.42 93.55 93.26 83 6 8 116

SMO 91.54 91.13 92.13 82 7 11 113

Adaboost + Decision

Stump

94.36 95.16 93.26 83 6 6 118

Random Forest 94.36 95.97 92.13 82 7 5 119

Random Tree 79.34 79.84 78.65 70 19 25 99

5.5.5 10-fold Cross-Validation on the Database of Significant Features

To obtain better classification results using the features of the previous databases,

I used the most significant features of its database of combined features taking the

features from the simple logistic regression classifier in Weka [21], and doing the step-

backward approximation (removing the least biologically meaningful features). This

gave the best combined results. The best classification for normal vs. abnormal Pap

images using the most significant features has an accuracy of 98.12%, sensitivity of

98.39% and specificity of 97.75%. See Table 5.12. MLP continues to be the best

classifier. This classification results was using 15 features (1 global feature, 7 object

models features, and 7 LBP texture features). See Table 5.13 and Table 5.14 for

details of these features.
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Table 5.12: 10-fold cross-validation using significant features

Accuracy Sensitivity Specificity TN FP FN TP

Classifiers (%) (%) (%) (n=213)

Bayes Net 90.14 90.32 89.89 80 9 12 112

Naive Bayes 89.67 90.32 88.76 79 10 12 112

Logistic 92.95 93.55 92.13 82 7 8 116

MLP 98.12 98.39 97.75 87 2 2 122

Simple Logistic 93.89 95.97 91.01 81 8 5 119

SMO 94.36 94.35 94.38 84 5 7 117

Adaboost + Decision

Stump

94.83 96.77 92.13 82 7 4 120

Random Forest 93.89 95.16 92.13 82 7 6 118

Random Tree 89.67 92.74 85.39 76 13 9 115

5.5.6 Conclusions

The type and size of training and testing data sets can provide different perfomance

results. Furthermore, the classification methods can behave in different ways accord-

ing to the nature and size of the sets of features. Thus, the size of the training

set is very important. The bigger the training set, the better the results. The best

classification result for normal vs. abnormal Pap images has an accuracy of 98.12%,

sensitivity of 98.39% and specificity of 97.75% in the proposed cervical cancer screen-

ing algorithm using the most significant features of the two algorithms with the MLP

classifier. It should be noted that the LBP texture features alone have a very good

perfomance, but the combination of the key features of both algorithms improves the

overall perfomance of the proposed cervical cancer screening algorithm.
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Chapter 6

CONCLUSION, DISCUSSION AND FUTURE WORK

This Chapter presents the final conclusions and discusses the positive implications

of this work in a real environment that lead to my original contributions to this

research area. I also discuss the study limitations and challenges, and how I overcame

them. Finally, I will describe the future work for this proof of concept imaging system

for automated cervical cancer screening in Peru.

6.1 Conclusions

Cervical cancer in Peru has the highest incidence and the second highest mortality

rate of cancers among women, making it one of the countries with the highest risk

of cervical cancer death in the world [18]. Thus, screening techniques such as the

conventional Pap smear can still be a key approach in this environment.

The implementation of the proposed cervical cancer screening algorithm for auto-

mated screening of normal vs. abnormal Pap smears may help to reduce the incidence

and mortality rates of cervical cancer, especially in remote poor-settings in Peru in

which there is a lack of expert pathologists and delayed follow-ups. The final version

of the system classifier should have an extremely large training set (thousands of Pap

images) before it is implemented in the real settings in Peru. In addition, the LBP

texture algorithm should be explored in more detail due to its robustness with respect

to illumination changes and its computational simplicity with real images. Further-

more, more texture features focused on the local segmentation of the nucleus can be

added to the feature descriptor. It is important to mention that expert pathologists

are looking for higher sensitivity during Pap smear screening to be able to recognize
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all the suspicious abnormal cases. The proposed cervical cancer screening algorithm

obtains the highest sensitivity of 98.39%, specificity of 97.75% and overall accuracy of

98.12% classifying normal vs. abnormal Pap images compared to the expert pathol-

ogists’ ground truth, thus providing a promising system for cervical cancer screening

in Peru and other developing countries.

6.2 Discussion

The overall performance of the proposed system can be compared to the manual

conventional cytology in rural Peru showing that our proposed system could have a

great impact in cervical cancer screening in the remote-poor settings in this country.

Almonte et al. [1] in 2007 reported that conventional Pap smear screening in the rural

Amazonian region in Peru had a low sensitivity of 42.54% and specificity of 98.68%

for detecting carcinoma in situ or cervical cancer in a population of 5,435 women

that suffers from lack of health infrastructure and expert pathologists. We can also

compare our proposed system to the U.S. automated cervical cancer systems that have

FDA approval. Barroeta et al. [3] analyzed the perfomance of the ThinPrep Imaging

System in 111,080 Pap tests performed in 2007. ThinPrep showed a sensitivity of

99.95% to detect cervical abnormalities compared to manual screening. Colgan et

al. [11] evalued the performance of the BD FocalPoint system compared to manual

screening in 10,233 abnormal slides in Ontario-Canada. They reported that the BD

FocalPoint had a sensitivity of 88% for detecting LSIL or worse and 83.8% for HSIL

or worse showing no significant difference from the manual screening in Ontario-

Canada. We can infer that the performance of our proposed system is on track

in terms of overall accuracy, sensitivity and specificity especially compared to the

manual screening (conventional citology) in rural Peru. In addition, the proposed

system should be tested with a huge data set as shown in the evaluation studies of

the commercial software to be implemented in a real setting.

An important consideration is that collaborative work needs to be conducted with
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the end users that will manage the intake of the Pap smears and formats for reporting

the Pap smear images in the real-system implementation. Also, there is a need for

ensuring standardization of images during collection to optimize functionality of the

proposed algorithm. The end users of the proposed system can be cytotechnologists or

midwives in the remote areas to overcome the barrier of the lack of expert pathologists

in the underserved regions in Peru.

The coverage of the Pap smear screening in the remote and/or poor regions in

this country could be extended for the introduction of the proposed system. Paz-

Soldan et al. [43] reported that the Pap smear coverage (aged 18 to 29 year olds) in

urban Peru is just 30.9 %, which is higher compared to the coverage in the highlands

and the jungles. Another advantage of the proposed system can be the use of the

digital image collection for educational coverage in cytopathology training for health

professionals across the country. An extension of the educational component can be

the promotion of cervical cancer prevention through the Pap tests. Paz-Soldan et

al. [44] also suggested starting to promote the Pap smear tests among women in

the remote areas in close collaboration with the authorities in Peru. In general, the

proposed work presents promising implications in terms of cervical cancer prevention

in this country, especially in its underserved populations in the remote regions.

6.3 Contributions

The main contributions of this research work are:

• Two digital collections of anonymous Pap smear images in Peru. These images

can be used not just for pattern recognition algorithm purposes, but also for

educational purposes, such as cytopathology training for health professionals in

Peru.

• The proof of concept of an automated cervical cancer screening system in Peru.
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This prototype could be extended to other types of cancers that use cytopathol-

ogy screening techniques.

• The design of a high sensitive classifier using the most significant features for

cervical cancer screening. This methodology can be used for other classification

challenges such as Tuberculosis diagnosis.

6.4 Study Limitations and Challenges

One limitation in the initial phase was that the majority of the laboratories in this

country only conduct conventional Pap smears instead of Liquid-Based Cytology

(LBC), which is easier to analyze, because the cells are separated. However, this

dissertation addressed this limitation using the lastest classification techniques in

machine learning and modern computer vision technology that can handle group of

cells in a conventional Pap test, as can be seen from the results in Chapter 5.

Another limitation of this study was that there is not a standard Pap test pro-

cedure in all laboratories in Peru. We can see that in the collection of data sets of

Pap smears: the Ainbo data set and the Cayetano Heredia data set. Both data sets

have different stain procedures in their slides, and the digital images were acquired

with different magnifications. In addition, the Ainbo data set has only ground truth

at slide level, not at image or cell level. Thus, I used the Cayetano Heredia data

set in the final experiments due to its expert’s ground truth and origin from a real

hospital setting in Peru. I also made sure that the expert’s ground truth of the data

sets followed the U. S. Bethesda system as a standard input for the algorithm.

Another limitation in the initial phase was that the number of pre-processing im-

ages for the adapted TB/MODS algorithm in the preliminary studies and nucleus

classification was only used for training sets due to time and funding constrain. How-

ever, the adapted algorithm can generate object model features that improves the

overall specificity of the proposed system. The use of the nucleus classifiers in the
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overall system with the true data set of whole images, and the fact that the nucleus

features were selected as most important for classification proves the utility of the

nucleus classifiers.

In the preliminary studies, the related limitation contained the distinct exper-

imental conditions on the evaluation of two pattern recognition algorithms. The

TB/MODS algorithm used only a training data set, whereas the UW/CSE algorithm

used small training and testing data sets. Thus, I ran the following experiments un-

der the same conditions using the same size and type of data set (213 images) and

classifiying the whole Pap image. Finally, the other limitation was that the adapted

TB/MODS algorithm could not handle all the provided images due to illumination

changes caused by too many blood cells and obscuring inflamation. In clinical prac-

tice, pathologists usually ask for a second specimen in this case. However, I addressed

this challenge using only the remaining images (213 images) in the image classification

of normal vs. abnormal Pap smears.

6.5 Ethical Aspect

I received an IRB-exemption for this dissertation at University of Washington (UW

IRB-Exempt status nr. 41965) and at Universidad Peruana Cayetano Heredia (UPCH

IRB-Exempt SIDISI code 59215) because this research involves the receipt and anal-

ysis of anonymous Pap images. The data sets were de-identified and cannot be linked

to any specific individuals.

6.6 Future Work

Cervical cancer in Peru is a key public health issue severely affecting Peruvian women’s

health [39]. There are still many actions to take to fully overcome this health problem,

from the proper intervention of the government authorities to the many efforts of non-

governmental organizations, academia and research. Thus, we can start introducing

this proof of concept system to automatically screen Pap smears images in a real
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setting in Lima-Peru. We should focus on three main components: 1) algorithm

optimization, 2) user interface development, and 3) pilot implementation with the

experts.

First, on the algorithm optimization, it is very important to add global filters to

handle illumination changes, and to appropriately categorize the inadequate or inde-

terminate Pap smears images (e.g. images with too many blood cells) in the adapted

TB/MODS pattern recognition algorithm. It is also key to add another classification

category such as “inadequate/indeterminate images”. These changes will allow the

adapted TB/MODS pattern recognition algorithm to be robust enough to handle the

whole spectrum of Pap smear images. On the other branch of the algorithm, we can

add texture features of nuclei to see the chromatin activity and/or the presence of nu-

cleoli. Futhermore, we can test other novel computer vision techniques such as Gabor

filters [19] to obtain other texture features in the Pap smears. Then, the classifiers

should be trained with at least the current 966 images of the Cayetano Heredia data

set.

Second, on the user interface development, we should perform an iterative system

development life cycle. The specifications and the design should be based on the

current workflow of cervical cancer screening in a real setting in Lima-Peru. We will

use open source tools such as the LAMP approach (Linux, Apache, MySQL and PHP)

to develop the user interface to facilitate a cost effective approach.

Third, on the pilot implementation, we should start our first implementation with

the real setting in Lima-Peru such as the Hospital Nacional Cayetano Heredia due

to the established connections and availability of the experts. The goal of the pilot

implementation will be to evaluate the usability and the acceptability of the proposed

cervical cancer screening system according to the end users (expert pathologists or

senior medical residents). We can conduct different usability workshops.

In summary, with this study I demonstrated that the overall performance of the

proposed system compared to the experts’ review has the highest sensitivity of 98.39%,
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specificity of 97.75% and overall accuracy of 98.12% in classifying normal vs. abnor-

mal Pap smear images; this could greatly impact the coverage of the cervical cancer

screening throughout Peru. Thus, the proposed system may help to reduce the high

incidence and mortality rates of cervical cancer in this country.
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Appendix A

TIME FLOWCHART OF PAP SMEAR SCREENING IN
PERU

The public health research group at the Universidad Peruana Cayetano Heredia

in Lima-Peru collected data showing that the time delay for women to receive their

Pap results is around 3 to 9 months at one health network of the Ministry of Health

in Callao-Peru [45]. The time flowchart is shown below [45].
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Figure A.1: Time flowchart spent by a woman to receive her Pap smear result in Peru

[45]
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Appendix B

FEATURES OF THE TB/MODS PATTERN
RECOGNITION ALGORITHM

The features of the TB/MODS pattern recognition algorithm developed in the

Bioinformatics Unit at the Universidad Peruana Cayetano Heredia are shown in the

following tables [2].
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